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REINFORCEMENT LEARNING
inside the CONTROL LOOP?
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x(t), u(t) is typically sent to a whole-body 
controller/stabilizer, or to inverse dynamics if the 
reference is only x(t).
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(2019)
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(Pierre Fernbach)

(Joan Solà)

(Bruce
Wingo)
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Remark: the whole-body controller (WBC) 
can be a neural network policy

(2023)
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Proposition:
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Proposition:
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How many steps of training can we do in 1 second? 

Brax (ant) Isaac Gym (humanoid)
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How many steps of training can we do in 1 second? 

About 200k to 500k
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To make this approach 
possible, we must learn 
from a single rough 
demonstration in 500k 
steps.

RL FROM A SINGLE DEMONSTRATION
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i=1 i=2 i=3 i=4 i=5 i=N...
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The plan, or demonstration, is a sequence of states.

Similarly to multiple shooting, we wish to train almost 
independenly a sequence of skills and then chain them.

The main reward is reaching targets, but these target 
cannot be small high-dimensional spheres. 
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i=1 i=2 i=3 i=4 i=5 i=N...

We define low dimensional targets.

This has a big consequence on the difficulty of 
chaining skills: their independence is lost.
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To densify the rewards, we use a mechanism called 
Hindsight Experience Replay (HER), which requires the 

target to be part of the input:

µ(s, g)

But, we must always “prepare” for the next skill, so the 
information of the next target must be available.

µ(s, g, i)
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µ(s, g, i)

This formulation is tricky: the current target is free (to 
use HER), but there is also a fixed sequence of targets.

Our article shows how to do this properly, handling both the 
target relabelling of HER and the backward value 
propagation coming from the fixed target sequence.



  24

Experiments
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Experiments
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Experiments
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Experiments
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PWIL: Primal Wasserstein Imitation Learning, Dadashi et al.
(2020)
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Experiments
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Thanks :)


