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Task Sequencing for High Level
Sensor-Based Control

Nicolas Mansard, Frangois Chaumette

Abstract— Classical sensor-based approaches tend to constrainavoidance methods such as [22], [18], [31] simply modif thi
all the degrees of freedom of a robot during the execution of a trajectory locally, which is not always sufficient.
task. In this article a new solution is proposed. The key idea is To always obtain an optimal execution, higher level control
to divide the global full-constraining task into several subtasks h in ad th timal traiect ’ by ol . th
that can be applied or inactivated to take into account potential chooses In advance the opl|ma rajectory by planning a pg
constraints of the environment. Far from any constraint, the t0 be followed, for example in the sensor space [9], [30]sThi
robot moves according to the full task. When it comes closer provides a complete solution, which ensures optimalitg; st
to a configuration to avoid, a higher level controller removes pjlity and physical feasibility to the goal when it is reabla
one or several subtasks, and activates them again when they; js 510 able to take several environment constraints into
constraint is avoided. The last controller ensures the convergerc t ina le that the tracked obiect .
at the global level by introducing some look-ahead capabilities _accoun ’ ensurl_ng or e_xamp e that the rac_ e _0 _]e_c r!em_]al
when a local minimum is reached. The robot accompnshes n the camera f|e|d Of View or the rObOt a.V0|dS Its jOInt |ImItS
the global task by automatically sequencing sensor-based tasks,Path planning solves the deficiency of the low-level methods
obstacle avoidance and short deliberative phases. In this article, puyt it is consequently hardly reactive to environment cleang
complete solution to implement this idea is proposed, along with o execution errors such as localization uncertaintiesnéSo
several experiments that prove the validity of this approach. . .

methods have been proposed to reactively modify the path

Index Terms— Sensor-based control, tasks sequencing, redun-[34], [20]. But these methods provide only a local convergen

dancy, avoidance, planning, visual servoing of the modified path, and still require a lot of knowledge abou
the environment to compute the initial path.
I. INTRODUCTION Several works have tried to take advantage of these two

] _ solutions, generally by modifying the low-level controblo
SENSQR—feedback cont_rol loop tethlques, S_UCh as Visyghh respect to a higher controller level. One approach is
servoing [15], [11] provide very efficient solutions to cony, gequence several simple tasks using aarpriori order
trol robot motions. It supphes high po_smo_mng accuraglypd [32], [39], [33]. This provides a good robot behavior, bué th
robustness to sensor noise and calibration uncertairdi®s, cpoice of the tasks to be sequenced along with the order have
reactivity to environment changes. However, the convergen, pe tuned by hand for each application. A second set of
domain is often Iocgl: if the |n|t|§1I error is large, such atol ¢4 tions are the switching systems: rather than deciding i
may become erratic or even impossible [5]. By adequatelyance which path or which task should be used to reach
choosing the sensor features used for the control, like in g goal, switched systems use a set of subsystems along
1/2-D visual servoing [25] or by using image moments [41}yit, 5 discrete switching control [12], [7]. The robot then
the convergence domain is enlarged and the robot behaviog3,ids difficult regions by switching from a first control law
enhanced without loosing the good properties of accurady 8@ particular trajectory) to another one when necessarig Th
robustness. However these solutions are inefficient imtakign|arges the stable area to the union of the stable area lof eac
environment constraints into account. Such constrainés 5k ysed. A last solution is to divide the global task into
generally considered as a secondary task [22], [29]. In th&fyeral subtasks that are activated or inactivated acepidi
case they can not be completed if the main taskw_wolyesall the current environment state. In [3] a mobile manipulator
robot degrees of freedom (DOF). A second solution is to re@lioves according to two subtasks. The first one with higher
ize a.trade off between the main task and the constraints [_:fylr]ority is a deformable-path following. The second one is a
buF with no guarantee about control convergence or Conmra'positioning of the embedded arm into the fixed world frame,
being respected. . _ _ that compensates the motions of the mobile platform. When
A vast number oftrajectorles are generally available tom_eathe deformable path is too far from the initially planned
the goal. The classical control schemes choose a partlcué%rfh, the second subtask has to be suspended because it is
trajectory without knowing if it is valid or not. In certairases, impossible to achieve. A similar idea was used in [42] to
this trajectory may lead to instability or singularity. R&&e control a highly redundant humanoid robot. The robot moves
. . _ in the Cartesian plane using a simple three-dimension&l tas
Manuscript submitted November 20, 2005; revised June 1, 28@8pted A btask i tivated to tak bstacl int t
for publication September 10, 2006. This paper was preseintquhrt at new su a.S IS ac 'Ya ed 10 take obstacles Into accoun
the IEEE International Conference on Robotics and Automatiarcelona, only when this task fails. However, the controller and the
Sp{’g\;]r; /:‘Ff]ftlﬁss%ére with IRISAINRIA Rennes. Lagadic Projechiic criteria proposed in these works to suspend and to activate
pus de Beaulieu, 35042 Rennes-cedex, Fr’anceg.l E-m{iimjansard, the secondary subtasks are difficult to generalize to other
chaumet @irisa.fr. platforms.
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In this work, a general method is proposed to sequen
tasks to reach the goal taking reactively into account séver
environment constraints. The key idea is to separate a @ep
servoing task into several subtasks, that use only a subsp
of all the robot DOF. At each step, the robot moves to achiey
the active subtasks, until it reaches the goal position evlaér
the subtasks are applied and realized. A higher-level obetr
can remove or put back some subtasks, in order to relax so
DOF. These available DOF are used to take into accol
additional constraints such as visual-occlusion or jtimtt
avoidance. More precisely when the robot comes close
violate a constraint, the higher-level controller chootles
adequate DOF to be used to ensure the constraint is respec
and removes the corresponding subtask from the active on
This subtask is later put back, when the robot no more vislat
the constraint.

This paper presents a complete method to realize th
general idea. The complete controller is composed of skvera "7 77T e
layers that provide a good robot behavior at all levels, fmFig. 1. Architecture of the global system, composed of fourtraler layers.
local and accurate convergence to the convergence fronya vEre first low level (sensor-based level) computes the coténol from the
distant iniial position around obstacles. To provide a djodiack, X, he second level & frt set f contolers (s tdhe foue)
overview on this scheme, the global structure includingtel when needed. Upper level (push-back controller, in red énfifure) pushes
controllers is first presented in Section Il. The completgey the removed subtasks back in the stack when the correspondirggraint is
s then buit bottom-up, each difierent layer being dethilea S2021e¢ Fnal. he Lo evl (convergence conuolesteer o he foure)
different section from Section Il to V. The described me&thominimum and dead-lock.
is general and can be applied for all sensor-feedback dontro ) .
methods. For this article, it was nevertheless appliedgaati "€ control law is computed from the stack, using the re-
servoing. The additional constraints are classical avaiga dundancy formalism introduced in [36], [38]. The additibna
that can be encountered in real robotic system, such as joffgStraints are added at the very top of the stack, which
limit, visual-occlusion and obstacle avoidance. The ssksta Means that they are taken into account only if some DOF
and constraints used to realize the experiments are bridfnain free after applying the active subtasks. This fiori

presented in Section VI. The experimental results are finafffder may seem illogical, considering that the constraames
set out in Section VIL. obstacles that the robot should avoid above all. However, th

positioning task has priority since it is the task we wantde s
completed, despite the presence of the obstacles. Thedsecon
level controller is then used to ensure that the constrairgs
We first present the global architecture of the system tespected when it is obvious that the robot will violate them
provide a large overview of the controllers detailed in te&tn  2) The second controll@nsures that enough DOF remain
sections. The system is composed of four layers of contgllefree to take the constraints into account, and thus that the
each stage controlling the actions of the controllers abibve environment constraints are respected. The controllezctket
Figure 1 sums up the architecture. that the constraints are not sufficiently taken into accdaynt
1) The first controllets composed of a stack which ordersa linear prediction over the robot position with respecthe t
the subtasks currently active. Only the subtasks in théstee applied control law. When a constraint violation is predicte
taken into account in the control law. The subtask at theobott for the next few iterations, the controller selects the ropti
level has priority over all the others, and the priority dsses subtask to be removed from the stack using the measures
as the stack level increases. The control law is computed frave proposed in [27]. In some cases, the removing of one
the subtasks in the stack, in accordance with three rules: subtask is not enough to satisfy the constraint. This could
- any new subtask added in the stack does not disturb @@cur when the dynamic of the constraint is too high with
subtasks already in the stack. respect to the robot reactivity, or when the necessary DOF
- the control law is continuous, even when a subtask is shared by two tasks that are both to be removed before
added or removed from the stack. The robot is controlléfe constraint is properly taken into account. In this céise,
through the articular velocityy. A break of continuity controller removes a second task at next iteration, and so on
would mean an infinite acceleration during a short period 3) The third controllelobserves the subtasks that have been
of time, which would imply that the control is notremoved from the stack by the second controller and try to put
correctly applied. them back in the stack as soon as possible. At the beginning of
- if possible, the additional constraints should be added tioe servo, all the subtasks are in the stack. A subtask eutsid
the control law, but without disturbing the subtasks in ththe stack can thus always be linked to a constraint that veas th
stack. reason of its removal. The controller computes the effents o
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the control law due to the reinsertion of the removed subtask the task having priority due to the choice of an approgriat

into stack. The subtask is put back in the stack when moojection operator.

constraint violation is predicted any more. Section 1lI-B sets out the way the redundancy formalism
4) The top controlleensures the convergence of the system used to stack several subtasks. The method presented here

by solving the dead locks of the bottom controllers. Thkas been first proposed in [14] and formalized in [38]. It has

three bottom controllers ensure only a local convergense. Toften been used since for highly redundant systems such as

problems may occur while using only these controllers:  humanoids [37] or virtual-entity control for animation [1h

- at some moment which will be emphasized in Section \Bection IlI-C, we briefly recall the method proposed in [26]
A, the third controller may be unable to put back &0 ensure the control law continuity, using a non homoge-
removed subtask in the stack. One subtask is thudan a Neous first order differential equation. Finally, the Geadi
cal minimum This is easily detectable: a local minimunfrojection Method (GPM) is recalled in Section IlI-D. This
occurs when all the subtasks in the stack are complet@§thod has been first proposed for non-linear optimization
while a subtask remains out of the stack. [35]. It has been widely used for dealing with various types

- on the contrary it may happen that the third controll?f constraints in robotic (see for example [22], [23] formjbi
puts back a subtask too early. The subtask will then #jgit and singularity avoidance, [18] for obstacle avoidaror
removed some times later for the same reason as befd#®] for occlusion avoidance). The final control law used is
then put back again. Thesead-locksan be detected by given in Section IlI-E.
looking at a loop in the execution graph.

In these cases the controller adds a new specific task into theRedundancy formalism for two tasks

stack that is dedicated to solve these problems, for example et q be the articular vector of the robot. Let andes be

by specifying an intermediary goal to reach or by computingttvo tasks,J; = ?;g (i = 1,2) their Jacobian, defined by:

local path to follow. The corresponding mechanism is dethil

in Section V-B. & = 8eiq = Jiq (1)
The differences between our strategy and classical path dq

planning are thus significant. With the control strategy-pr&ince the robot is controlled using its articular velociy

posed above, the robot is able to reach the goal by usi(l) has to be inverted. The general solution (witk 1) is:

only the low level sensor-based controllers in the general . s 5

case. Only the current available sensor values are thusdeed q=Jie€1+ Pz @

at each iteration. In very difficult situations the low-leévewhere P, is the orthogonal projection operator on the null

minimization-based control is not sufficient. The last col¢r space ofJ; and J'l*' the pseudoinverse of;. Vectorz can be

then gets the robot out from the local minimum by using somged to apply a secondary command, that will not disturb the

global knowledge such as a map or soeriori about the task e, having priority. Herez is used to carry out at best

robotic system setup. In this case, the last controllerisised the taske,. Introducing (2) in (1) (withi = 2), we obtain:

till the end of the servo but only until the local minimum iftle . ‘.

Using this global scheme, the robot execution keeps the good €2 = JaJj €1 + J2Pz ©)

properties of sensor-based control (rapidity, accuraoy | By solving this last equation fow, and introducing the

computation rates...) along with a large convergence domabomputedsz in (2), we finally get:

provided by the look-ahead capabilities of the top congroll

q:er.l +P1(J2P1)+(éz —Jsze'l) (4)
[1l. SENSORBASED CONTROL USING A STACK OF TASKS  Since P; is Hermitian and idempotent (it is a projection

In this section, the control law of the first controller is de@Perator), (4) can be written:
signed. This controller is based on a stack of tasks, conapose 0 — JTe + J~+fév )
of the current active tasks, and on the constraints whick kav a=Jierm 2 €2
be taken into account. This stack makes possible very simrmaerei; = J,P; is the limited Jacobian of the task, giv-
actions on the robot, such as activate a task (put a task in thg the available range for the secondary task to be perfdrme
stack), remove a task or swap the priority between two taskgthout affecting the first task, ané, = €5 — J2er‘1 is the
We explain first how to sequence tasks and to maintain tbecondary task function, without the pdri.]ire'l of the job
tasks already achieved. Section Ill-A recalls the redunganalready accomplished by the first task. A very good intuitive
formalism [22], [14]. It has first been used for sensor-basegplanation of this equation is given in [1].
control in [36] and in numerous applications since (e.guais

servoing in [11], force distribution for the legs of a walsin g ytending redundancy formalism for several tasks
machine [19], or human-machine cooperation using vision
control [13]). The idea is to use the DOF left by a first task to L€t (€1:1) ... (en, Jn) ben tasks. We want to extend (5)
realize a secondary task at best without disturbing thedirst to thesev_l tasks. Ta_lslei shou_ld not d|sturt_) task; if i > j.
The major advantage of the redundancy formalism with retspéAC recursive extension of (5) is proposed in [38]:
to other methods that join two objectives in one control law { do=0

t

(such as [31] and [4]) is that the secondary task has no effect] ¢&; = &1 + (J;iPA,)T(6 — Jidi—1), i=1..n (6)
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where P is the projector onto the null-space of the auge and ¢ are linearly linked, no continuity guarantee can be

mented Jacobiad® = (J;,...J;) andJ; = J;PA | is the ensured ory, at time t=0.

limited Jacobian of the task . The robot articular velocity = Soueres et al. proposed a solution to this problem in [39],

realizing all the tasks in the stack dg= q,. [40]. They used a second order linear dynamics instead 9f (10
Using directly this recursive equation, a projector haseo tio take into account two initial conditiong(0), €(0)):

computed at each step of the computation. A recursive famul

for the computation of the projector is proposed in [1]. We €+taé+tfe=0 (11)

recall this equation here:
where the two parameters and 5 are used to control both

Py =1 the robot speed and the length of the transient time response
PA=PA _ J~,+J~1 The main drawback is the difficulty in choosing these two
parameters to obtain the desired behavior.
wherel is the identity matrix. In [26], we have proposed to use a non homogeneous

Such a hierarchical structure implies some new singutaritifirst order differential equation to ensure the continuityda

in the control [8]. Several solutions have been proposed t® properly decouple the tuning parameters. The diffeaénti
avoid these new singularities. The first one would be to use tBquation is
damped-least-square inverse instead of the classicadpseu & =fale) = —Ae + p(t) (12)
inverse [24], [10]. However, the damped factor is difficut t
tune, and is often required to be tuned “by hand”. A secoRghere the non homogeneous paft) is
solution would be to use the Jacobikninstead of the limited
JacobianJ; when computing the pseudo-inverse in (6). The p(t) =e " (ea(0) + Xes(0)) (13)
resulting equation is [26], [8]:
where p is used to set the length of the transient time, and
&G =aq1+PPJfé, i=1n (8) X to set the decreasing speed of the error. This differential

Comparing to (6), this solution still preserves the hiengrc equation is equivalent to a second order one:

However, the control law of the secondary task is not optimal
since the projection operator is not taken into account @& th

pseudo-inverse. In return, this s%lutiqn is only subjectt® Nevertheless, unlikéa, 3), this couple of parameter@\, 1)
singularities of the full Jacobiad,;. Finally, a last solution s properly decoupled. In particular, the end of the tramssie
would be to consider the new singularities as new constaiffme is only set byu. Indeed, the transient period ends when

to deal with during the servo [28] for example using the, (see (9)) and, (see (12)) are numerically equivalent, that
Gradient Projection Method. Since we also use the GPM f@f to say wheryp(t) is insignificant compared te(t), i.e.

constraint application (see Section I1I-D), it is easy tontine

it to avoid the singularities. Finally, such singularitigs not 5(t) = fi(t) —fa(t) _ p(0) et oo (15)
appear if the global task Jacobidd is full row rank (.e. [If1(®)]] A

the number of rows is equals to the rank). This is the case_in . ) . _

particular in the experiments presented in this articlenks to 1€ t€rmo is exponentially decreasing, with a speed set
the use of approximately decoupled sensor-based feattps [?Y #- The task functione() is equivalent to a decreasing

that is why we have chosen to use (6) in our implementatio??.(ponential function set by. It is simply necessary to choose
1 bigger than\ to ensure a short transient time response, in

comparison with the decreasing time of the task error. The

E+AN+pu)é+(Au)e=0 (14)

C. Smooth transition bigger the valueu, the shorter the transient time, but the
Usually, the control law is obtained from the followingStronger the acceleration. Experimentglly= 10 A is chosen.
equation that constrains the behavior of the task function: ~ Let(ei,...,en) be a stack of: tasks. The decreasing speed

of each task is chosen separately by using
é="f1(e)=—-)e 9
. . . . . €1 A1 0 el
Zl.ncee = Jq, the control law realizing (9) as best as pos,5|bleé _ : _ : ~ _Ae (16)
q=-\"e (10) €n 0 An en

where ) is used as a parameter to tune the robot speed. THguation (6) can be written a§ = Aé, where the explicit
function f; in (9) is chosen by the programmer to liékand €XPression ofA is left to the reader. Using (12) and (16), we
e. One generally chooses(e) = —\e to set an exponential deduce the complete expression of the control law computed

decoupled decreasing of the error. from a stack of tasks
The problem of continuity when changing the tasis due & = i1 + (JiPA )T (—Nies — Jidii1)
to the lack of constraints on the initial value &f Let es { 4 = dn _i_efp(thl)_(é(T) + Ae(7)) (17)

be a global task, used to drive the robot until time 0. At
this time, the control law switches to a second tagk Since wherer is the time of the last modification of the stack.
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D. The Gradient Projection Method E. Final control law

The control law computed above ensures the decreasing he gradientg defined in (21) is used as the last task of
of the tasks in the stack, without taking into account thi@€ stack. It has thus to be projected onto the null space of
environment of the robot except the interaction between tRach task into the stack. Using (17), the complete contrl la
target and the sensor. To integrate sensor-based contiwoh iniS finally
complex robotic system, the control law should also make sur . —u(t—1) (= A
that I?t avoids undyesired configurations, such as for example 4~ » +e ) (&(7) + Ae(T)) — kPAg (22)
for an eye-in-hand robotic arm joint limits, visual occlisj  Therefore, the realization of the constraints depends an tw
obstacles and kinematic singularities. This is done usi®g tfactors. First of all, it depends on the projec®f*. When the
Gradient Projection Method [35], [22], [18]. The experin®n stack is almost empty, the rank Bf* is high, and the gradient
presented in Section VII demonstrates the generality &f ths not much modified. However when the rank decreases near
method, applied in this work for joint-limit, visual-ocdion  zero (that is when the stack is almost full), the gradient is
and obstacle avoidance. highly disturbed, especially if the favorite vector ditiect

In this approach, the robot moves to satisfy the constrainig the gradientg does not belong to the range Bf2. Of
imposed by the environment. The constraints are describg&slirse, when the stack is full, the projector beco@e3he
by a cost function. The gradient of this cost function can hgradient is thus not taken into account any more, and nothing
considered as an artificial force, pushing the robot awamfrois done to take the constraints into account. The secondrfact
the undesirable configurations. At each iteration, an eidifi is the gains, which defines the influence of the avoidance in
force g(q) is induced by the cost function at the currenthe global control law. The choice of this parameter is very
position. Let us consider the problemin V(q), q € R*, important. Indeed, if: is too small, the gradient force may be
wherek is the number of robot joints. The classical solutiofoo small to respect the constraints. Besides; i§ too high,
is to move the robot according to the gradient of the cosbme overshoot can occur in the computed velocity. Methods

function, computed in the articular space. that set this parameter automatically exist (for exampléd6
. joint-limit avoidance). However it is difficult to generaé to
q=rg(q) = —rkVyV (18) an arbitrary number of additional constraints simultarspu

Moreover, these methods do not provide any solution to the
where x is a positive scalar, used as a gain. Therefore, theoblem due to the rank dP2.
cost function is generally expressed in the space of the coninstead, when the gradient projection method cannot be
figuration to avoid (e.g. the cost function of visual-ocatis applied efficiently, we propose to select the subtask of the
constraint is generally expressed in the image space)®Letstack which prevents the control to respect the constraints
be a parametrization of this space. The cost function is n@#d to remove it from the stack. This solution is detailed in
Ve = V(®(q)). The corresponding artificial force is given bythe next section.
[30]

ga(q) = _(@ng% (19) IV. USING A STACK CONTROLLER

In this section, a controller that removes a subtask from
where we can note the use of the Jacobian pseudoinvetbe. stack when necessary is proposed. As already explained,
Classical methods propose generally to use simply the-traassubtask has to be removed from the stack when the current
pose of the Jacobian, the artificial force being tigas{q) = control law is violating one of the constraint to be respécte
5({_0r example the robot nearly reaches a joint limit). Two
criteria have to be built, the first one to decide when a slbtas
should be removed, the second to choose which subtask to
remove.

— g% TV$V¢. Since the pseudoinverse provides the lea
square solution, the resulting artificial force (19) is thesmn
efficient one at equivalent norm.

Considering now several minimization problefis = Vg, ,

where ®; are different parametrizations. The global cost

function can be written A. When to remove a subtask ?
B ; 20 The chosen criterion simply consists in determining the ef-
V= Z%V@i (20) fect of the current control law by performing a predictioafst

before sending the computed velocity to the robot. &ét)

yvhere the scale. factors; are used to adjus.t.the relatlvebe the current articular position of the robot. The predicte
influence of the different forces. The force realizing a éadf positiong(t + 1) is given by

between these constraints is thus:
OB\ +_+ at+1) =q(t) + Atq (23)
8 ;7 Be, 21:7 ( dq ) i (21) where( is the control law, computed using (22) aid can
be seen as a gain. A subtask has to be removed from the stack

We will see in Section VI the complete definition of the cosf V(q(¢ + 1)) is above a fixed threshold, whetéis the cost
functionsV for several classical constraints. function representing the constraints introduced in (20).
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B. Which subtask to remove ? P,

The idea is to detect which subtask induces the most critical . e, g
conflict with the current projected gradient. We propose two
criteria to be computed for each subtask. The subtask to
remove is the one corresponding to the maximum (or the
minimum, in case of the second criterion) of the values~———_ 4
computed. Using both criteria simultaneously gives a morée’ AfN T Y
reliable choice. In the following, we present the two cider o -
for a subtaske;, whose Jacobian i3;, and for an avoidance
gradientg(q).

1) First criterion: The first criterion compares directly the @ (b)
direction of the velocity induced by the subtask, and the off@. 2. Computation example for the two criteria. Three sikstase in the

; ; ; k. The robot is located at the starting point of the tias& vectors. The
induced by the aVOId?'nce. grqd|ent. The subtask to remOVe(szg‘i"ncstraint is represented by an obstacle (the hatched tiwe to the robot.
the one whose velocity direction corresponds to the op@ostie corresponding avoidance gradiengisntuitively, the subtask that drives
of the gradient direction (see Fig. 2(a)). This is done bie robot into the obstacle is the green o(@. Criterion C1. The maximal
computing the inner product of the two velocities projecteffiterion isCi(es). in green €y (e1) is negative and’y (e2) is nearly zero).
. . ), CriterionCaz. ProjectorsP 1, P2 andP3 are represented by their vectorial
in the same space. The most logical common space seemgitRtions (orthogonal to the task vector). The gradieprégected onto these

be the space of articular velocities. Criteri6Gp is thus lines. The minimal isC2(e3) as requested. In the case of this criterion, the
sign of the subtask control law is not taken into account. ditiierion value
_ + .. for ey is very close to the value fasg (e; nullifies the gradient projection
G=-< Ji e1|g > (24) asegs does, even if it does not drive directly the robot into thetabe).

Another common space can be used, such as the space ofréinge ofJ;" (wherer is the rank ofJ;"). The criterion is the

task, usingC1, =< e;|J;g >. In this case, the common spacenorm of the gradient, projected in the rangeJgf

depends on each subtask. The experiments have shown that ,

the behavior using any of these criteria is very similar. Cab = || Z(gTVi)ViH 27)
This first criterion depends linearly of the task functien =1

If the subtask is nearly completeé; (s very low), the criterion

is very low. We have experimentally noticed that, using (24

the task controller always removes the last subtask added. gyp?

thus use a normalized criterion

Let us prove that, andCsy, are equivalent. The projection
erator does not depend on the basis of its rangeM_be
e basis of SVD off; (such thatJ; = USV ). The singular
values are ordered such tiédt= (Vo V1) where the vectors

Cy — 1 C (25) of V¢ (respectively 0fV1) correspond to the null (respectively
Y el ! to the non null) singular values. The third criterion can foast
written as

Using this last definition, the choice is only based on the
velocity direction, and no longer on the velocity norm. Trer
fore, when the velocity induced by a subtask is very low, thgsing the SVD, (26) can be written as
normalization is equivalent to a division by a nearly zerluga .

That can produce unstable results. The next criterion shige Cz = Pg[[=[[I- ViV gl (29)

problem. C» is minimal whenCsy, is maximal. In factCs checks if the

2) Second criterion:To compute the final control law, thegradient is not in the null space of the Jacobian, wifiig
gradient is projected onto the null space of each subtask. Tdhecks if the subtask is in the range of the pseudo inverse
second criterion computes the contribution of each subtagkthe Jacobian, which is equivalent. The experiments aonfir
to this projection. The idea is to remove the subtask whoggat the behaviors using the two criteria are the same. We thu
contribution disrupts the most the constraint (see Fig))2(bwill consider only criterion?; andC, to decide which subtask
The criterion is defined by: to remove when it is necessary.

C2 = [[Pigl| (26)

Cab = ||V1V1 g (28)

V. PUSH-BACK CONTROLLER AND LOOK-AHEAD

whereP; = I — J{J; is the projection operator onto the null CONTROLLER
space of the subtask. Sin&% is a projection operator, for all  The previous controller ensures that the robot is in the free
vectorx, ||[P;x|| < [|x||. The less the gradient is in the nullspace and does not violate any constraint. The two remaining
space of the subtask, the more it is disturbed, the smakéer @ontrollers are presented in this section. The first quesif-
value of the criterion. The subtask to be removed is thus thack controllej is used to push the removed subtask back in
one corresponding to the minimum 65. the stack as soon as possible. When the simple coapieve

3) Another way to compute the second criterichnother add is not sufficient to reach the desired position, the last
idea is to check if the gradient vector is in the null space abntroller (ook-ahead controllérensures the convergence by
the control law due to the subtask. This subspace is given jyshing the robot out of any local minimum or dead-lock (see
(2): it is the range ofl;". Consider a basiév; ...vy) of the Section V-B).
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—sensorbased solution is to compute some open-loop displacement to leave
--- Path-based the dead end (for example by introducing some random term
6 'é‘r’f;'(;g';”e“a“sfg in the robot displacement [2]). A second more-reliable Sofu
is to use some additional knowledge about the environment to
compute a path that leaves the local minimum. The task to be
introduced in the stack by the look-ahead controller is then
sensor-based path following task such as those used in [36],
[17]. Even if this solution requires a lot of knowledge about
initial _| the environment, this method is different to the classieghp
planning/execution method since 1) path planning is notluse
Figd 3. Reaching? the conver_?err:ce domain. Thedlook-_ah_eadaﬂmntstarts in the normal algorithm running, 2) no plan is computed but
e e e o o e it e o ihen a dead end is reached and 3) when needed, path planning
is reactivated if necessary. is only used in a very short time period only to leave the local
minimum, and not to reach the desired position. A last soiuti

A. Push-back controller :
) is to compute a secondary goal that should be reached before
Each subtask outside of the stack has been removed jBing the desired position. The task added in the stack is

the stack controller. The subtask can thus be associated &, a sensor-based servo control to this secondary goal.
constraint that has caused the removal. The controllerl8hou These three solutions are all available and the choice has
put the subtask back in the stack as soon as it does not riskde made depending on the application. Since the task to be
violate the constraint anymore. This is d.one by a pre_d|ct|odmded by the controller is highly dependent on the appticati
phase. The controller.predlcts the evqutlon_of the comdtracontext. it is very uneasy and hardly interesting to gereal
cost-function value with respect to the motion of the robgg 4 mathematical way. In the experiment presented at the end
driven only by the subtask. Let be a subtask that is not in theyf the article, we have used the last solution (see Section VI

stack,q; the current articular position, an#l the parameters ¢y, A secondary goal is defined in the articular space to @scap
of the space where the constraint that has caused the rem@v@dcal minimum due to non-convex articular structure of the
is defined. The predicted displacement to complete the skibtgy ot
is Aq = —Je;. The controller predicts that it is safe to put 3y when to stopFinally, the look-ahead controller has also
the subtask back in the stack if the. intersection between H®edecide when to remove the specific task from the stack, and
segmentb([q;, q; +Aq]) and the region where the constrainfet the normal execution start again. The specific task shoeil
is violated is empty. This can be mathematically written asstopped as soon as the robot reaches the convergence domain
max  {Vaiq)} < Vinaz (30 pf the senspr—.based main task. It is very Qiﬁipult to determi
q€lae,q¢+Aq] if the robot is into the convergence domain since generaily n
analytical description of the domain can be written. We eath
B. Look-ahead controller compute if the robot has left the convex sub-area where the
1) When to start:This last controller ensures the converremoved sensor-based subtask was unable to converge. This
gence of the global algorithm by pushing the robot out of argan be obtained by considering the progress of the sensor-
local minimum or dead-lock. These two situations may occlwased subtask. In the example depicted in Fig. 4, the task
due to the approximations involved in Controller 2 and 3 tha&tror increases when going round the obstacle, since tlw rob
only consider linear approximations of the evolution egqres.  is leaving a local minimum. When the local minimum is
These linear approximations are equivalent to considey oréft, the sensor-based task error starts decreasing. Te lo
the local part of the environment closest to the robot. Trehead controller is thus inactivated when the subtask eésror
robot is thus unable to any look-ahead computations and adgcreasing, that is to say whepnis negative. To prevent any
come to a dead end. This last controller is introduced to gif@lse detection due to measure noise, the error derivagive i
to the robot some look-ahead capabilities. An overview dftegrated onto several iteration. The controller inattan
the controller principle is given by a simple 2D example oariterion is thus :
Fig. 3. The robot reaches a local minimum when going toward c /-t
t

the desired position. The look-ahead controller is aatiab é(qy)dt <0 (31)

leave the attractive area of the local minimum. When the robot ] ) .
leaves the local minimum, the sensor-based control isatetiv whereAt is a parameter that tunes the length of the integration

again. If another local minimum is reached, the controlger fiMe interval (this parameter is not very important sincesit

activated once more, then inactivated again when the neav lol/St used to prevent the false detection due to velocity peak
minimum is left, etc. At is typically set to five iterations in the experiments). fiyna

2) What to do: When a dead lock or a local minimum isafter integration of the derivative, the inactivation eribn can
reached, the controller has to introduce a specific taskén e WrittenC = e(t) —e(t — At) < 0.
stack that is able to move the robot out of the dead end. This
kind of problem has already been widely considered in raboti VI. IMPLEMENTATION IN VISUAL SERVOING
to enlarge the convergence area of local path planning mdstho The only hypothesis done to realize the work presented in
[18], [2], [21]. Several solutions can be proposed. A firdhe previous sections is that the main task is a task func-

—At
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Fig. 4. Example of the interest of the look-ahead controltertiie execution
environment presented in Fig. 3 (a) The trajectory of the rabdhe plane
along with the value of the error for each position (b) Eviootof the
error versus time for the same robot execution. The look-atueadroller
is activated a first time when a local minimum is reached. Ther énweases
when leaving the local minimum. The controller is stopped asis®it is
detected that the sensor error is decreasing. The similareseq is applied
when a second local minimum is reached .

tion [36]. The proposed control scheme is thus very geneg@dfined by [41]
and can be applied in several domains for closed-loop clontro

We have implemented our approach using the visual-servoing

framework [11], [15] to control a six-DOF eye-in-hand robot
The environment constraints we have considered to validdt

the proposed architecture are articular joint-limits, losion
and obstacles in the Cartesian space. In this section,
visual servoing framework is first quickly recalled. Theuas

features chosen for the servo are image moments [41]. We ﬂ?n
present the cost functions used to represent the constraat

have considered.

A. Four subtasks to constrain the six DOF

a set of relevant points of the image target. At each itematio
let x; = (z;,y;) be the position of the points in the image.
The momentn; ; of the object is defined by

N

R § : i

mij = TrYs
k=1

The first subtasle, is based on the position of the center of
gravity. It is defined by:

(34)

(2g,Yq) = (M10/m00, Mo1/m00) (35)

The second subtasky uses the area of the object in the
image to control the range between the robot and the target
[41]:

(36)

wherea* is the value ofa computed from the desired image.
To decouple the other subtasks, the centered moments are
used. The centered momemt; of a set of points is

N
Hij = Z(fﬂk —xg)" - (yk — yg)’
k=1
The third subtasle, is used to correctly angle the object in
the image. It uses the orientation of the object in the image,

an =+/a*/a

(37)

2p11 )
H20 — Ho2
Qe last subtaskgr uses third order moments to decouple
from w, andv, from w,. The moments choice is less intuitive
mgn for the three fist tasks. The reader is invited to refer to
[41] for more details.

1
a= iArctan( (38)

Avoidance control laws

The avoidance laws are computed using (21). We propose
here an implementation for joint-limit, occlusion and alusdé¢
avoidance. For each constraints, we give the cost function.
When necessary, the Jacobian matrix used to pass from the

The subtask functions; used in the remainder of the textspace where the constraint is defined to the articular sgace i

are computed from visual features [11]:

(32)

e =s8;— S}

also provided.
1) Joint-limit avoidance:The cost function for joint-limit
avoidance is defined directly in the articular space. It heac

wheres; is the current value of the visual features for subtadié Mmaximal value near the joint limits, and it is nearly ctam

e; ands} their desired value. The interaction matfix, related

to s; is defined so thaf; = Lg, v, wherev is the instantaneous
camera velocity. From (32), it is clear that the interactio
matrix Ls, and the task Jacobiah are linked by the relation:

J; = L, MJ, (33)

where the matrixJ4 denotes the robot Jacobiah+£ J,¢) and

M is the matrix that relates the variation of the camera vgloc
v to the variation of the chosen camera pose parametrizatll%T

(v = Mr).

In order to obtain a better and easier control over the robot
trajectory, approximatively decoupled subtasks are ahose
As explained in the previous parts, there is no need where
choose them perfectly independent, thanks to the redugdanc
formalism. The visual features are derived from the image
discrete moments. The discrete moments are computed from

(so that the gradient is nearly zero) far from the limits.
The robot lower and upper joint limits for each axisre
Henotedq;“i“ and g™***. The robot configurationy is said
acceptable if, for alli, g; € [g2™, 73*], where gii'® =
@ G T = @~ pd @ = @ — @™ is the
length of the domain of the articulation and p is a tuning
parameter, iff0, 1/2] (typically, p = 0.1). 2™ and gj;** are
activation thresholds. In the acceptable interval, thadamce
force should be zero. The cost functidfi! is thus given by

n 2
Vi =13 (39)
V=3 Ag;
i=1
a —apt ifa <t
di =13 a—qp™, ifq>agp™
0, else
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2) Occlusion avoidanceOcclusion avoidance depends on
data extracted from the image. An image processing step
detects the occluding object (if any). The avoidance lawukho
maximize the distanceé between the occluding object and the
visual target that is used for the main task. bgtandd, be
the x andy coordinates of the distance between the target and
the occluding objectd = ,/d% + dZ2) andx, be the point \
of the occluding object that is the closest to the target. n

The cost functionV°<¢ is defined in the image space, so \
that it is maximal whend is 0, and nearly 0 wher is high.

Like in [29], we simply choose:

2
Voee(d) = e 40
( ) (40) Fig. 5. FrameFp. The origin point ofFy is the nearest point of the obstacle

The parameteﬁ is arbitrary and can be used to tune the effe¢@ the camera, note®o. Vector ng is the normal to the obstacle ®o.
fth id trol | Th dient in the i Among all the tangent vectors to the obstaclePag we chooseto so that
Of the avoldance control law. The gradient In the Image Spage. + andng x v are equal. The last vecta of Fo is chosen so that the

is obtained by a simple calculation: frame is orthonormal. In the plariBg, ng, to, the cost function is defined
52 by (43). Its gradient vector field is drawn on the figure.
T —Qﬁd e
V, Vo = ( QBdme—ﬁdQ ) (41) VIl. EXPERIMENTS AND RESULTS
- Y

o ] ) The experiments have been realized using a six DOF eye-
The art|f|C|aI. force that avoids the Qcclu5|ons can be NoW_hand Gantry robot. The robot has to position with respect
computed using (19). The _transformatpn from the imageepag, 4 visual target. Since the main purpose of these expetimen
to the articular space is given by [30]: was the robot control, the image processing part has been
oce Ox Or N\t _ 1 e LT oce simplified by using a very easy target composed of four white
_(5871) Vi Vo = = (M) TV, VP (42) dots. All the computations have been done on a classical
where M and J, are the transformation matrices defined i¥-0GHz PC, with a standard IEEE1394 firewire camera. The
(33), andL is the well-known interaction matrix related toCONtrol 1oop is at video rate (that is 25Hz), even if no specia
the image point,. effort has been done in the implementation to optimize this
3) Obstacle avoidanceThe obstacles are defined in the?0Int. _ _ _
Cartesian 3D space. We propose to use the rotational paitenti Three set of experiments are presented in the following,
first proposed in [16] extended from the case of a 2D noMarying the constraints taken into account in the control
holonomic robot to the 3D Cartesian space. law. Since the positioning task uses all the robot DOF, no

Let P, be the nearest point of the obstacle to the robd€dundancy is available for the additional constraintdlite
Let no be the normal to the obstacle &,. To apply the classical formalism. The robot is thus unable to reach tta go
formalism defined in [16], the 3D Cartesian space shoutfing classical control laws because of the constraintsaleu
be restricted to a plane. Let be the current translational Ways manages to complete the task using the proposed method.
velocities components of the camera. We consider only tHethe first experiment, the robot has to avoid occlusions due
plane (P, ng,v). Let to be the only tangent to the obstacld0 @ moving object passing between the camera and the target,
at P, so that the planéPy, no, v) and (P, ng, to) are equal. and to deal with its joint limits at the same time. In the seton

Let Fo be the orthonormal framéPy, ng, to, zo), Wherez, €XPeriment, some obstacles have been put into the work space
is the unique vector so tha, is orthonormal. Figure 5 sums Of the robot. The robot has thus to avoid simultaneously the

up all these vector definitions. obstacles themselves and the occlusions they can cause to
The coordinates of a point in fram&, are notedr, = complete the positioning. Since obstacles detection byéma
(n,t,z). The potential function inFy is defined by: processing is a complex problem, this last experiment hes be
L1 a2 L2 i B _re_allz_ed_ln_5|mulat|0n only. The last expe_rlment takes dhby
yobs — { 5’“1(5 - 5) + gkat(n —n)* T n< n joint limits into account. The robot starts in a non-convextp
° 0 otherwise 43) of its joint-limit space, so that the look-ahead controlier

. . required to complete the positioning.
wherek; andk. are tuning parameters (typically; >> k),

andn is the maximal distance above which the obstacle is nRt
taken into account. '

The gradient is obtained directly from (43). The correspond In this experiment, the robot starts very close to the ddsire
ing Jacobian is position. It is asked to maintain this position. An objectrih

moves between the target and the camera, inducing a visual
% — %@ =R, (13 03)Jq (44) occlusion. The robot has to reactively avoid this occlusémd
dq  Ir 0q also its joint limits, since the first avoidance motion dsi\the
whereR.. is the rotation from frameF, to the camera frame, robot in it. Finally, when the moving object has passed on,
I3 and 03 are the identity and the null matrix in dimensiorthe robot has to reach the desired position, as requiredéoy th
three andJ is the articular Jacobian. main positioning task.

First experiment
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Fig. 6. Experiment A: Event and activation graph 0.15 | E
Each action on the stack (add or remove) is represented bytiealestraight '
line on each graph. The relevant actions are regrouped amibered to be 0.2+ . ]
referenced in the text. 025 | ! Q) |
At start all the tasks are in the stack. The task ordefets, e, ez, er]. ’ . S
Controller 2 predicts an occlusion at Event (1) and Tagk is removed. 03 " Camera
The controller then predicts a collision with the joint lisiat Event (2), and , +  Stack modif.
removes successively Tasks, andez. Controller 3 puts the three subtasks 035 ¢ = = = Joint Limits
back in the stack at Event (3). The stack order is theg, ez, eq, er]. . ‘ ‘ ‘ ‘ Occulting obj

However since the occluding object has not moved away yetirGler 2 0 01 02 03 04 05 06 07
removes the subtasks from the stack again (one task at eaatioibeduring
three iterations). The occluding object moves away at Evéht All the
subtasks are then put back (same stack order), and the rob@snmyoin
its desired position. During the motion, it nearly reachasjdint limits at
Event (5), which causes Controller 2 to remove temporarilykTag. After
Event (5), the stack order {&q, eq, er, ez]-

Fig. 8. Experiment A: Camera motion in the Cartesian space ¢piaiY)
The robot nearly reaches the joint limits at point (0.54, D.04e occlusion
is then avoided by going forward, closer from the visual éarg

1
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Fig. 7. Experiment A: Tasks criteria for removal 0 100 200 300 400 500 6OOIterati0ns
The task corresponding to the maximum of the four criteria lmaeed by

Controller 2. The criteria are computed only when Controfleremoves a Fig. 9. Experiment A: Articular trajectories

task (seven times during this execution). Each time the ciieireemoves  The rohot comes very close to its third joint limit at Event @)then stays
a subtask, a clear maximum appears: the selected criteria raerly  cjose to the limit since the DOF not used for positioning aeisr occlusion

discriminatory. In this experiment, the criterion feg is forced to zero to 4 gigance. During the motion back to the desired positiotefdvent (4))
always keep the centering task active, since loosing théedeg quickly  the third joint limit is nearly reached (Event (5)). It is aded by removing

leads to the object visibility loss. temporarily Taskez (as can be seen on Fig. 6).

The experiment is summed up from Fig. 6 to 11. Eagd. Second experiment
action on the stack (add or remove) is represented by a a&krtic
straight line on each graph. The events are referenced ftpm ( For this experiment, an obstacle is present into the robot
to (5) on Fig. 6. workspace. The robot has to reach a desired position, agpidi
At Event (1), the controller predicts a visual occlusiorthe obstacle, and also the visual occlusion it can produicis. T

and removes thus the optimal subtask to take the occlusfrperiment has been realized in simulation since the olestac
constraint into account (Taskg, see Fig. 7). The robot thende;ection is a difficult part, which is not the subject of this
escapes the visual occlusion by mainly rotating around tReicle.

target. As shown on Fig. 8, this motion drives the robot into The events and the corresponding activation of the subtasks
its joint limits. Once again, the controller predicts thdlisn, are given in Fig. 12. Figures 13 to 16 show respectively some
and removes successively Tasks and ez to deal with the screenshots taken from the simulator during the servo, the
joint-limits avoidance. At Event (3), the occluding objetbps Cartesian trajectory of the robot, the criteria evolutiard a

its motion but does not move away. An equilibrium is reachethe error of the subtasks.

Controller 3 thus decides to put the removed subtasks back ifThe camera has mainly to move backward to reach the
the stack (the tasks are put back in the removal order, ldst alesired position. However this motion drives the robot into
first in). Since the occluding object has not moved away, tliee obstacle. One DOF is freed up by removing Tagkfrom
subtasks have to be removed once more, until the occluditng stack (Event(1)). The camera goes around the obstadle an
object moves away (Event (4)). The subtasks are then put batisk e is put back in the stack. The camera then passes
and the robot moves to reach the desired position. During thehind the obstacle, which causes an occlusion (Event (3)).
motion, it nearly reaches one of its joint limits (see Fig.A) Once more, the centering is chosen and removed from the
subtask is thus temporarily removed from the subtask duristpck. The occlusion can thus be avoided and the robot reache
few iterations (Event (5)): according to the criterion &gy the position after Taskg has been put back at the top of the
the optimal taske, is removed (see Fig. 7). stack (Event (4)).
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. . Fig. 12. Experiment B: Event and activation graph
Fig. 10. Experiment A: Tasks error At the beginning the stack order e, ea, er, ez]. Taskeg is removed at
Tasker is removed at Event (1). Tasks, ande,, are removed at Event (2). Eyent (1) to avoid the obstacle according to the criteridues (see Fig. 15).
Their errors increase from these instants since their sporeding DOF are The obstacle is avoided at Event (2) and Tagk put back at the top of
used for avoidance. They are definitively put back at Evedtafd then the stack. An occlusion is predicted at Event (3), and kasks once more
decrease until 0. removed (see Fig. 15). It is lately put back at the top of theks& Event (4)
to complete the servo.

§ occlusion
5 1r joint limit |
: L[\ \
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Fig. 11. Experiment A: Occlusion and joint-limit cost funct® \
The occlusion function increases until Event (1). As soonaasask is b d
removed, the occlusion cost function decreases while thetrisbfar from @ (b) © (d)

the joint limits. At Event (2), the joint-limit function inceses. The DOF Fig. 13. Experiment B: Snapshots of the eye-in-hand camera
used for occlusion avoidance is not available any more. Thiision function (a) At the initial position (b) When occlusion is predictedvégt (3) (c)
increases again until other subtasks are removed, and teezades. Between When occlusion is avoided (Event (4) (d) At final position. Atstposition,
Event (3) and (4), the occlusion disappears. During the mdticthe desired the obstacle is in the field of view. The prediction is acoaetough to detect
position, the robot comes closer from its joint limit. The jelimit function  that it is harmless.
increases until it is avoided (Event (5)).

considering the visual features, and Task error increases.

C. Third experiment The errore,, starts decreasing at Event (3), which corresponds
The last experiment presents the interest of the look-ahdadthe detection of the limit of the local minimum attraction
controller. The only constraint considered here is the og@main (31). As soon as the robot leaves this domain, the

imposed by the joint limits. The required motion is mainly dok-ahead controller is set off, and Taek is put back at
Z-rotation of the camera (approximatedy dg). In that case, the top of the stack. During the final motion, the robot nearly
the joint limit of the wrist is reached when doing this rotati reaches another joint limit. This implies to temporarilyn@ve
The robot has then the opposie0 dg rotation to realize.  Tasker (Event (4)). Finally, this subtask is quickly put back
When considering the joint limits, the only local minimumin the stack (Event (5)).
which may occur comes from the non-convex structure of
the map between articular and Cartesian spaces. When the
robot is stuck near a joint limit in a local minimum, the look-
ahead task consists in reaching an intermediate goal, whichn this paper, a general method has been proposed to take
is simply defined as the opposite joint limits. This task itto account the constraints due to a real robotic enviroime
thus applied without any visual-feedback control (but gsinsuch as joint limits, occlusion or obstacles while moving th
the actuator feedback to close the loop). The task funcBonrbbot according to a main task with higher priority. The full
simply written e,.¢ = (qi — q‘i), where: is the joint which constraining global task is divided into several subtasksch
should be overpassed aggis the joint upper valug*** if can be temporarily removed from the execution in order to
the robot is stuck near the lower joint limit agft® otherwise. free up some DOF for considering the constraints. A complete
Fig. 17 to 20 sum up the experiment. The wrist joint (Joint dystem has been built that ensures that enough DOF are always
in Fig. 18) starts close to the upper joint limit. At the bagimg available to take the constraints into account, and that the
the robot simply realizes the minimization of all tasks (allobot completes the full task when it is possible. This gyste
task errors decrease, see Fig. 19). The corresponding mof® thus able to provide a convergence in a large blocked-
on Joint 4 is a wrong way rotation: the robot realizes thep environment, as path planning does, however reactively
shortest motion on the wrist torus, disregarding the jamttl and without any global knowledge about the environment.
The fourth articular joint value increases, coming closethe Several set of experiments have shown that this approach is
joint limit and the joint limit is nearly reached at Event (1)able to converge despite various kinds of constraints until
(see Fig. 18). Controller 2 removes the rotation subtask (she desired position. Future works will be devoted to the
Fig. 20). The robot manages to complete all the other subtasipplication of such a method to underactuated robots, such
(Event (2)). The system is then in a local minimum. The lookas non-holonomic robots, or to highly redundant systemh suc
ahead controller is activated. The fourth joint moves witho as mobile manipulators and humanoids.

VIII. CONCLUSION
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0.8} K Gzl Joint 4 is a wrist with a joint limit between angles dg and 360 dg
£ 0.6/ + X za ] (corresponding respectively to normalized valGesnd 1). At the beginning,
= b R taking only into account the main vision-based task and da&sding the
= 0.4 ] joint limits, the robot try to movehrough this limit: the fourth joint value
O 0.2 Kl J increases. Since it is not possible to pass through theljoiiit the look-ahead
0 controller is activated from Event (2) to Event (3) to go arduhe limit. The
‘ ‘ ‘ ‘ ‘ ‘ ‘ specific task decreases the joint angular value. The loekdiltontroller is
0 10 20 30 40 50 60 Tterations switched off at Event (3) since the visual-servoing coneeng domain _has
been reached. The robot then reaches the correct positing asclassical
Fig. 15. Experiment B: Tasks criteria for removal vision-based minimization. The fifth joint limit is nearly réwerl at Events (4)
and (5). The accuracy of the controllers finally enable atjsng very close
e to the joint limits.
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Fig. 16. Experiment B: Tasks error & 0.1 ]
Only Task eg is relaxed during the servo. The other convergences are /
exponential. Between Event (1) and (2), Task decreases while it is not 0.0\ |
in the stack. The avoidance motion corresponds to a centdfiogever, the ’ v
decreasing is not exponential (it is faster). It is then nasgible to let the B
subtask in the stack and to avoid the obstacle simultanedilsigvent (5). N s
0 500 1000 1500 2000 2500 3000
e @A516) Iterations
Cart [ 1 Fig. 19. Experiment C: Tasks error
. | ] Task e, decreases at the beginning until the robot reaches its joiit
(Event (1)). The subtask error increases then when the rabwees according
Car— 1 to the specific task introduced by the top controller. Whenrti®t leaves
€y J the local minimum attraction domain (Event (3)), the subtasgusback in
R the stack and decreases until 0. Tagk is also temporarily relaxed to avoid
gl ‘ ‘ ‘ ‘ ‘ ] another limit at Event (4) and (5).
0 500 1000 1500 2000 2500 3000
1
Fig. 17. Experiment C: Event and activation graph e
The initial stack order iSeq, eq, er, ez]. Taske,, is removed at Event (1). 0.8 91
The system then converges into a local minimum and the lookehbentroller 0.6- * %
is activated at Event (2) by adding the joint-value-basesk @t the top of X €
the stack. This special subtask is then removed from the stdtle the 0.4- eu 1
subtaske,, is put back at Event (3). The stack order is theg , er, ez, ea]. 0.2- + “r||
Almost simultaneously, Taskg is removed temporarily a first time and put

back at Event (4), and a second time (Event (5) and (6)). Thétfisk order

is [e, €7, €a, €R]. 50 100 150 200 250 300 350 400

Fig. 20. Experiment C: Tasks criteria for removal
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